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About your trainer today

Å Shailen Sobhee

Å AI Software Technical Consulting Engineer @ Intel

Å Computer Science and Electrical Engineering (Jacobs University Bremen)

Å Computational Science and Engineering (Technical University Munich)
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Agenda

ÅOverview of Intel® software and hardware

ÅWe will go quick through them J

ÅHands-on activity with a concrete medical 
example

ÅBrain tumour detection using deep learning
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Legal Disclaimer & Optimization Notice

Optimization Notice

Intelœs compilers may or may not optimize to the same degree for non -Intel microprocessors for optimizations that are not unique to In tel microprocessors. 
These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the avai lability, functionality, or 
effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor -dependent optimizations in this p roduct are intended for 
use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel micropro cessors. Please refer to the 
applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this not ice. Notice revision 
#20110804
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ĎĭĳĤī ĳĤĢħĭĮīĮĦĨĤĲœ ĥĤĠĳĴıĤĲ Ġĭģ ġĤĭĤĥĨĳĲ ģĤįĤĭģ Įĭ ĲĸĲĳĤĬ ĢĮĭĥĨĦĴıĠĳĨĮĭ Ġĭģ ĬĠĸ ıĤİĴĨıĤ ĤĭĠġīĤģ ħĠıģĶĠıĤ# ĲĮĥĳĶĠıĤ Įı ĲĤıĵĨĢe activation. Learn more at 
intel.com, or from the OEM or retailer. 
Performance results are based on testing as of July 2019 and may not reflect all publicly available security updates. See configuration disclosure for details. No 
product can be absolutely secure. 

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Perfo rmance tests, such as 
SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any cha nge to any of those factors 
may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating y our contemplated purchases, 
including the performance of that product when combined with other products.  For more complete information visit www.intel.com/benchmarks .  

ĎēċĔėĒĆęĎĔē Ďē ęčĎĘ ĉĔĈĚĒĊēę ĎĘ ĕėĔěĎĉĊĉ ŕĆĘ ĎĘŖ! ēĔ đĎĈĊēĘĊ# ĊĝĕėĊĘĘ Ĕė ĎĒĕđĎĊĉ# ćĞ ĊĘęĔĕĕĊđ Ĕė ĔęčĊėĜĎĘĊ# ęĔ ĆēĞ ĎēęĊđđĊĈęĚAL 
PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED
WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, 
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Copyright © 2019, Intel Corporation. All rights reserved. Intel, the Intel logo, Pentium, Xeon, Core, VTune, OpenVINO, Cilk, are trademarks of Intel Corporation 
or its subsidiaries in the U.S. and other countries.

https://software.intel.com/en-us/articles/optimization-notice
http://www.intel.com/benchmarks
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Cluster EditionProfessional EditionComposer Edition

ĜħĠĳœĲ ĎĭĲĨģĤ ĎĭĳĤīŃ ĕĠıĠīīĤī ĘĳĴģĨĮ ĝĊ <:;C
Comprehensive Software Development Tool Suite 

7

ĎĭĳĤīŃ ěęĴĭĤĻ ĆĬįīĨĥĨĤı
Performance Profiler 

Intel® Inspector
Memory & Thread Debugger

Intel® Advisor
Vectorization Optimization

Thread Prototyping
& Flow Graph Analysis

ANALYZE
Analysis Tools

SCALE
Cluster Tools

Intel® MPI Library
Message Passing Interface Library

Intel® Trace Analyzer & Collector
MPI Tuning & Analysis

Intel® Cluster Checker
Cluster Diagnostic Expert System

Operating System: Windows*, Linux*, MacOS1*

Intel® Architecture Platforms

BUILD
Compilers & Libraries

C / C++, 
Fortran 

Compilers

Intel® Math Kernel Library

Intel® Data Analytics 
Acceleration Library

Intel Threading Building Blocks
C++ Threading

Intel® Integrated Performance Primitives
Image, Signal & Data Processing

Intel® Distribution for Python*
High Performance Python

1Available only in the Composer Edition.

https://software.intel.com/en-us/intel-vtune-amplifier-xe
https://software.intel.com/en-us/intel-mpi-library
https://software.intel.com/en-us/c-compilers
https://software.intel.com/en-us/intel-mkl
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HPC & AI Software Optimization Success Stories
Intel® Parallel Studio XE

Up to 35X faster 

application performance

ÛÛĎĭĳĤīŃ ĝĤĮĭ ĕħĨĻ ĕıĮĢĤĲĲĮı ĘĮĥĳĶĠıĤ ĊĢĮĲĸĲĳĤĬ ĒĮĬĤĭĳĴĬ Guide
Performance results are based tests from 2016 -2017 and may not reflect all publicly available security updates. See configuration disclosure for details. No product can be abso lut ely secure.
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Perfo rmance tests, such as SYSmark and MobileMark, are measured using specific computer 
systems, components, software, operations & functions. Any change to any of those factors may cause the results to vary. You should consult other information & performance tests to assist you in fully evaluating your 
contemplated purchases, including the performance of that product when combined with other products. For more information go to www.intel.com/performance . See configurations in individual case study links.
ĎĭĳĤīœĲ ĢĮĬįĨīĤıĲ ĬĠĸ Įı ĬĠĸ ĭĮĳ ĮįĳĨĬĨĹĤ ĳĮ ĳħĤ ĲĠĬĤ ģĤĦıĤĤ ĥĮı ĭĮĭ-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction 
sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor -dependent optimizations in this 
product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are re served for Intel microprocessors. Please refer to the applicable product User and Reference Guides 
for more information regarding the specific instruction sets covered by this notice. Notice revision #20110804 . For more complete information about compiler optimizations, see our Optimization Notice .

Life Science

Simulations ran up to 

7.6X faster with

9X energy efficiency**

LAMMPS code - Sandia National 
Laboratories

NERSC (National Energy Research 
Scientific Computing Center) 

Read case study

Science & research

For more success stories, review Intel® Parallel Studio XE Case Studies

Artificial intelligence

Performance speedup of up 

to 23X faster with Intel

optimized scikit -learn vs. 
stock scikit -learn

Google Cloud Platform

Read blog Read technology brief

https://software.intel.com/sites/default/files/managed/2c/67/Xeon Phi KNL Marketing Guide_Enabled SW Apps_Public4.pdf
http://www.intel.com/performance
https://software.intel.com/en-us/articles/optimization-notice
https://software.intel.com/en-us/articles/optimization-notice#opt-en
https://software.intel.com/sites/default/files/managed/d9/5c/nersc-case-study.pdf
https://soco.intel.com/docs/DOC-2354529
https://cloudplatform.googleblog.com/2017/11/Intel-performance-libraries-and-python-distribution-enhance-performance-and-scaling-of-Intel-Xeon-Scalable-processors-on-GCP.html
intel.com/content/www/us/en/high-performance-computing/hpc-xeon-phi-technology-brief.html
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The AI Mandate

The time to begin AI adoption is now
*Other names and brands may be claimed as the property of others
Source: https://www.forrester.com/report/The+Forrester+Tech+Tide+Artificial+Intelligence+For+Business+Insights+Q3+2018/ -/E-RES143252
Source: https://www.gartner.com/smarterwithgartner /gartner -top -10-strategic -technology -trends-for-2019
Source: https://www.idc.com/getdoc.jsp?containerId =prUS44420918

* *

AI technologies are 
evolving fast and 

growing increasingly 

critical to firms' 

ability to win, serve, and 
retain customers.

,ĲĳıĠĳĤĦĨĢ ĳĤĢħĭĮīĮĦĨĤĲ 
for 2019 with the potential 
to drive significant 

disruption and deliver 

opportunity over the 

next five years

,70% of CIOs will 

aggressively apply data 
and AI to IT operations, 
tools, and processes by 
2021.
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Intel and our partners are driving real -world value with AI

Ai solutions in every market

Achieve higher 
yields & increase 
efficiency

Maximize 
production 
and uptime

Transform 
the learning 
experience

Enhance safety, 
research, and 
more

Turn data 
into valuable 
intelligence

Revolutionize 
patient 
outcomes

Empower 
truly intelligent 
Industry 4.0

Create 
thrilling 
experiences

Transform stores 
and inventory

Enable homes 
that see, hear, 
and respond

Drive network 
and operational 
efficiency 

AgricultureEnergy Education GovernmentFinance Health

Industrial Media Retail Smart HomeTelecom Transport

Automated 
driving
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Breaking barriers between AI Theory and reality
Partner with Intel to accelerate your AI journey

Optimization Notice

SIMPLIFY AI
using community solutions

CHOOSE ANY APPROACH
from machine to deep learning

DEPLOY AI ANYWHERE
with unprecedented HW choice 

TAME YOUR DATA
with a robust data layer

SPEED UP DEVELOPMENT
using open AI software

SCALE WITH CONFIDENCE
on the platform for IT & cloud

Intel 
GPU

Intel AI
Builders

Intel AI
Developer 
Program

Intel AI
DevCloud

Intel AI
Solutions

All products, computer systems, dates, and figures are preliminary based on current expectations, and 
are subject to change without notice.
*Other names and brands may be claimed as the property of others

Intel® MKL-DNNIntel® DAAL

Intel® Distribution 
for Python®

*

*

*

*

*

on Apache* Spark*

https://software.intel.com/en-us/articles/optimization-notice
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Edge
Device

ARTIFICIAL INTELLIGENCE

Platforms Finance Healthcare Energy Industrial Transport Retail Home ĒĮıĤ,

Data Center

TOOLKITS
App

Developers

libraries
Data 

Scientists

foundation
Library 

Developers

*

*
*

*
FOR

* * * *

Hardware
IT System 
Architects

Solutions
Solution    

Architects

DEEP LEARNING ACCELERATORS

Inference

DEEP LEARNING DEPLOYMENT

ĔįĤĭěĎēĔĻ Ö ĎĭĳĤīŃ ĒĮĵĨģĨĴĲĻ ĘĉĐ
Open Visual Inference & Neural Network Optimization 

toolkit for inference deployment on CPU, processor 
graphics, FPGA & VPU using TF, Caffe* & MXNet*

Optimized inference deployment 
ĥĮı Ġīī ĎĭĳĤīŃ ĒĮĵĨģĨĴĲĻ ěĕĚĲ ĴĲĨĭĦ 

TensorFlow* & Caffe*

DEEP LEARNING FRAMEWORKS

Now optimized for CPU Optimizations in progress

TensorFlow*  MXNet*    Caffe*   BigDL/Spark* Caffe2*     PyTorch*   PaddlePaddle*

DEEP LEARNING
Intel® Deep 

Learning Studio ×
Open-source tool to compress 

deep learning development cycle

MACHINE LEARNING LIBRARIES

Python R Distributed
ÅScikit-learn
ÅPandas
ÅNumPy

ÅCart
ÅRandom

Forest
Åe1071

ÅMlLib (on Spark)
ÅMahout

ANALYTICS, MACHINE & DEEP LEARNING PRIMITIVES

Python DAAL MKL-DNN
Intel distribution 

optimized for 
machine learning

Intel® Data Analytics 
Acceleration Library 

(for machine learning)

Open-source deep neural 
network functions for 

CPU, processor graphics

DEEP LEARNING GRAPH COMPILER

ĎĭĳĤīŃ ĭČıĠįħĻ ĈĮĬįĨīĤı(Alpha)
Open-sourced compiler for deep learning model 

computations optimized for multiple devices (CPU, GPU, 
NNP) using multiple frameworks (TF, MXNet, ONNX)

AI FOUNDATION

A
R
T
I
F
I
C
I
A
l

I
N
T
E
L
L
I
G
E
n
C
e

NNP L-1000

* * * *

Ai.intel.com

ÖFormerly the Intel® Computer Vision SDK
*Other names and brands may be claimed as the property of others.
All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change w ithout notice.

https://developer.movidius.com/
http://ai.intel.com/framework-optimizations/
http://ai.intel.com/framework-optimizations/
http://ai.intel.com/framework-optimizations/
http://ai.intel.com/framework-optimizations/
http://www.scikit-learn.org/
http://pandas.pydata.org/
http://www.numpy.org/
https://cran.r-project.org/web/views/MachineLearning.html
https://cran.r-project.org/web/packages/randomForest/
https://cran.r-project.org/package=e1071
https://spark.apache.org/mllib/
https://mahout.apache.org/
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1ŖĒĮĲĳ ġĴĲĨĭĤĲĲĤĲŖ ĢīĠĨĬ ĨĲ ġĠĲĤģ Įĭ ĲĴıĵĤĸ Įĥ ĎĭĳĤī ģĨıĤĢĳ ĤĭĦĠĦĤĬĤĭĳĲ Ġĭģ ĨĭĳĤıĭĠī ĬĠıĪĤĳ ĲĤĦĬĤĭĳ ĠĭĠīĸĲĨĲ

ü Most businesses ( --- ) 
use the CPUfor machine & 
deep learning needs

ü Some early adopters ( --- ) 
may reach a deep learning 
tipping point when 
acceleration is needed 1

the Deep learning myth
D

L
 D

e
m

a
n

d

Time

Acceleration 
zone

ŕĆ ČĕĚ ĨĲ ıĤİĴĨıĤģ ĥĮı ģĤĤį īĤĠıĭĨĭĦ,ŖFALSE

CPU 
zone



Copyright ©  2019, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice

© 2019 Intel Corporation

Source Paper:
research.fb.com/
wpcontent/uploads/2017/12
/hpca -2018 -facebook.pdf

Services
Ranking 

Algorithm
Photo 

Tagging
Photo Text 
Generation

Search
Language 

Translation
Spam 

Flagging
Speech

Model(s) MLP SVM,CNN CNN MLP RNN GBDT RNN

Inference
Resource

CPU CPU CPU CPU CPU CPU CPU

Training 
Resource

CPU
GPU & 
CPU

GPU Depends GPU CPU GPU

Training 
Frequency

Daily
Every N 
photos

Multi -
Monthly

Hourly Weekly Sub-Daily Weekly

Training 
Duration

Many 
Hours

Few 
Seconds

Many 
Hours

Few Hours Days Few Hours
Many 
Hours

Large cloud users employ CPU extensively for deep learning

Deep learning in practice

https://research.fb.com/wp-content/uploads/2017/12/hpca-2018-facebook.pdf
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The most popular languages for Data Science

Å Python , Java, R are top 3 languages in job postings for data science and 
machine learning jobs

Å https://www.kdnuggets.com/2017/01/most -popular -language-machine-learning -data-science.html

ŕĕĸĳħĮĭ ĶĨĭĲ ĳħĤ ħĤĠıĳ Įĥ ģĤĵĤīĮįĤıĲ across all ages, according to 
our Love-Hate index. Python is also the most popular language that
developers want to learn overall, and 
a ĲĨĦĭĨĥĨĢĠĭĳ ĲħĠıĤ ĠīıĤĠģĸ ĪĭĮĶĲ ĨĳŖ

2018 Developer Skills Report

https://www.kdnuggets.com/2017/01/most-popular-language-machine-learning-data-science.html
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The most popular ML/DL packages for Python
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Performance gap between C and Python

Chapter 19: Performance 
Optimization of BlackÞScholes 
Pricing

0.2

1

5

25

125

625

3125

15625

Pure Python C C (Parallelism)

BLACKÞSCHOLES FORMULA

MILLION OPTIONS/SEC

55X

350X
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ĜħĠĳœĲ ĎĭĲĨģĤ ĎĭĳĤīŃ ĉĨĲĳıĨġĴĳĨĮĭ ĥĮı ĕĸĳħĮĭ <:;C
High Performance Python* for Scientific Computing, Data Analytics, Machine Learning

1 Available only in Intel® Parallel Studio Composer Edition. 

Ecosystem compatibilityGreater ProductivityFaster Performance

Prebuilt & Accelerated Packages Supports Python 2.7 & 3.x, conda, pip

Operating System: Windows*, Linux*, MacOS1*

Intel® Architecture Platforms

Performance Libraries, Parallelism, 
Multithreading, Language Extensions 

Accelerated NumPy /SciPy/scikit -learn
with Intel® MKL1 & Intel® DAAL2

Data analytics, machine learning & deep 
learning with scikit-learn, pyDAAL

Scale with Numba* & Cython*

Includes optimized mpi4py , works with 
Dask* & PySpark*

Optimized for latest Intel® architecture

Prebuilt & optimized packages for 
numerical computing, machine/deep 
learning, HPC, & data analytics

Drop in replacement for existing 
Python - No code changes required

Jupyter* notebooks, Matplotlib
included

Conda build recipes included in 
packages

Free download & free for all uses 
including commercial deployment

Compatible & powered by 
Anaconda*, supports conda & pip

Distribution & individual optimized 
packages also available via conda, 
pip YUM/APT, Docker image on 
DockerHub

Optimizations upstreamed to main 
Python trunk

Commercial support through Intel® 
Parallel Studio XE

1Intel® Math Kernel Library
2Intel® Data Analytics Acceleration Library

https://software.intel.com/en-us/c-compilers
https://software.intel.com/en-us/c-compilers
https://software.intel.com/en-us/c-compilers
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ĜħĠĳœĲ ēĤĶ ĥĮı <:;C%
Intel® Distribution for Python*

Faster Machine learning with Scikit-learn functions

Á Support Vector Machine (SVM) and K-means 
prediction, accelerated with Intel® DAAL

Built -in access to XGBoost library for Machine 
Learning

Á Access to Distributed Gradient Boosting algorithms

Ease of access installation 

Á Now integrated into Intel® Parallel Studio XE installer.

Access Intel-optimized Python packages through 

YUM/APT
repositories

Standalone Python Distribution 

Intel optimized packages via conda


